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COMPUTING TECH. HOLDS MANY PROMISES:COMPUTING TECH. HOLDS MANY PROMISES:
Scienti�c breakthroughs
Business value
Educational value
Better decisions & coordination
...
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BUT IT CAN ALSO CAUSE PROBLEMS:BUT IT CAN ALSO CAUSE PROBLEMS:
Privacy & security issues
Fairness & discrimination issues
...
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CLASS EXCHANGECLASS EXCHANGE
Think of a problems caused by tech for yourself or
your family/friends (1')
Explain it to your neighbor (2x2')
Lastly: let's exchange the ideas in class
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TECHNOLOGY &TECHNOLOGY &TECHNOLOGY &TECHNOLOGY &TECHNOLOGY &TECHNOLOGY &TECHNOLOGY &TECHNOLOGY &TECHNOLOGY &TECHNOLOGY &TECHNOLOGY &TECHNOLOGY &
FAIRNESSFAIRNESSFAIRNESSFAIRNESSFAIRNESSFAIRNESSFAIRNESSFAIRNESSFAIRNESSFAIRNESSFAIRNESSFAIRNESS
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CAN ALGORITHMS BE PREJUDICED?CAN ALGORITHMS BE PREJUDICED?
If yes, why and when does it happen?
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PRICE DISCRIMINATION (INTENT.)PRICE DISCRIMINATION (INTENT.)
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INFAMOUS: “CORRECTIONAL OFFENDER MANAGEMENT PROFILING FOR ALT. SANCTIONS”INFAMOUS: “CORRECTIONAL OFFENDER MANAGEMENT PROFILING FOR ALT. SANCTIONS”
To learn more:  (reported 2016)http://modelai.gettysburg.edu/2023/compas/
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http://modelai.gettysburg.edu/2023/compas/


INFAMOUS: “SYSTEM RISK INDICATOR”INFAMOUS: “SYSTEM RISK INDICATOR”
In 2020, The Hague Court ruled that SyRI violated the European Convention on Human Rights
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ML NEEDS BIAS TO GENERALIZEML NEEDS BIAS TO GENERALIZE
 (Terminology Clari�cation!)

“Although removing all biases from a
generalization system may seem

desirable, the result is nearly useless: an
unbiased learning system’s ability to

classify new instances is no better than if
it simply stored all the training instances

and performed a lookup”  (Mitchell, 1980)
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https://www.cs.cmu.edu/~tom/pubs/NeedForBias_1980.pdf


WORD EMBEDDINGS CAPTURE INTERESTING RELATIONSWORD EMBEDDINGS CAPTURE INTERESTING RELATIONS
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...BUT ALSO UNFORTUNATE INEQUALITIES...BUT ALSO UNFORTUNATE INEQUALITIES
By ; Explains the doctor/nurse he/she translation biasCaliskan et al. (2017)
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http://opus.bath.ac.uk/55288/


TECHNICAL MEASURES FOR ROBUST & FAIR AI:TECHNICAL MEASURES FOR ROBUST & FAIR AI:
Accurate & representative data
→ docu. helps ( )“datasheets for datasets”
Awareness of existing social inequalities
→ diverse team helps
Possibly: fair ML, causal ML, eXplainable AI...
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https://arxiv.org/abs/1803.09010


FAIRNESS HAS VARIOUS DEFINITIONS & METRICSFAIRNESS HAS VARIOUS DEFINITIONS & METRICS
So some deliberation (and political discussion) is necessary. Figure source: (Khalehgi, 2020)
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https://repository.tudelft.nl/islandora/object/uuid%3A58a4c5ea-36d5-4688-949d-698dbcccf294?collection=education


UNFORTUNATELY UNFORTUNATELY STILLSTILL COMMON (2023) COMMON (2023)
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DISCRIMINATION IS ILLEGAL: STUDENTS FIGHT BACKDISCRIMINATION IS ILLEGAL: STUDENTS FIGHT BACK

Dutch Inst. of Human Rights: Use of anti-cheating software can be
algorithmic discrimination, i.e. racist (RacismAndTech, 2022)
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https://racismandtechnology.center/2022/12/24/dutch-institute-for-human-rights-use-of-anti-cheating-software-can-be-algorithmic-discrimination-i-e-racist/


EQUALITY ALSO MEANS EQUALITY ALSO MEANS ACCESSACCESS

Websites & apps must be “perceivable, operable, understandable, & robust” (for everyone)
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LET'S NOT FORGET THE “HIDDEN” LABOR BEHIND AILET'S NOT FORGET THE “HIDDEN” LABOR BEHIND AI
E.g., read  “The $2 Per Hour Workers Who Made ChatGPT Safer”TIME (2023)
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https://time.com/6247678/openai-chatgpt-kenya-workers/


� Short Break 🎶

OTHER ASPECTSOTHER ASPECTSOTHER ASPECTSOTHER ASPECTSOTHER ASPECTSOTHER ASPECTSOTHER ASPECTSOTHER ASPECTSOTHER ASPECTSOTHER ASPECTSOTHER ASPECTSOTHER ASPECTS
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SOCIAL MEDIA & MENTAL HEALTHSOCIAL MEDIA & MENTAL HEALTH
As SM became popular, mental health of young people worsened... Is there a causal link?
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A NATURAL EXPERIMENTA NATURAL EXPERIMENT
 use staggered intro. of FB

across 775 US colleges as natural experiment
Braghieri, et al. (2022)

Connect this with NCHA health survey data
Generaized difference-in-differences method
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https://www.aeaweb.org/articles?id=10.1257/aer.20211218


DID RESULTSDID RESULTS

Intro of FB increased depression by ~9%
Mechanism: unfavorable social comparisons
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WHAT'S THE REMEDY FOR SM (PLATFORM) PROBLEMS?WHAT'S THE REMEDY FOR SM (PLATFORM) PROBLEMS?
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COMPUTING & CLIMATE CHANGECOMPUTING & CLIMATE CHANGE
How does the growth of AI affect GHG emissions?
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FRAMEWORK FOR ASSESSING GHG EMISSIONS IMPACTS FRAMEWORK FOR ASSESSING GHG EMISSIONS IMPACTS (KAACK ET AL.)(KAACK ET AL.)
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https://hal.science/hal-03368037/file/Kaack_2021_Aligning.pdf


TAKEAWAYS REGARDING EMISSIONSTAKEAWAYS REGARDING EMISSIONS
ICT is responsible for 1.4% of global GHG emissions;
room for optimization
The downstream effects are much larger and more
dif�cult to assess—both positive and negative
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HOW TO ENSURE TECH SERVES THE ‘PUBLIC INTEREST’?HOW TO ENSURE TECH SERVES THE ‘PUBLIC INTEREST’?

doi:10.1007/s00146-022-01480-5
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https://doi.org/10.1007/s00146-022-01480-5


THE ‘PUBLIC INTEREST’ IN PHIL. & LAW:THE ‘PUBLIC INTEREST’ IN PHIL. & LAW:
Public is counter to ‘private’ interests
Several methods to determine PI: deliberation key
Courts consider equality an important factor
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ACTION POINTS FOR PI/AIACTION POINTS FOR PI/AI
1. Justify use of tech!
2. Must serve (not heed) equality
3. Use participatory/deliberative design
4. Implement technical safeguards
5. Be open to validation
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FINAL CLASS EXERCISEFINAL CLASS EXERCISE
1. We'll pick a societal problem of tech
2. Individually: re�ect on how to assess this problem

from what you learned today (1')
3. With a neighbor: discuss your ideas (2’ each)
4. Together: class discussion
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CONCLUSIONSCONCLUSIONS
Technology causes a variety of societal problems
Critical to monitor & assess extent of such problems
Follow latest research and laws in your area

Contact: ,hadi.asghari@hiig.de
https://hadiasghari.com
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